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Recovery of Feasible Constraints

Abstract Empirical Results
Background: Optimizing objective functions subject to constraints is fundamental in many 
real-world applications. However, ground-truth constraints are often hard to specify, 
timevarying and context-dependent.
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Literature: Inverse Constrained Reinforcement Learning (ICRL), 
recovers feasible constraints via training samples collected from
 strategic exploration in interactive environments.
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Challenges: The efficacy and efficiency of current sampling strategies remain unclear.
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Methodology: Two strategic exploration algorithms: BEAR and PCSE.
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Key Takeaways: 
• Both BEAR and PCSE are theoretically grounded with tractable sample complexity. (efficiency)
• PCSE outperforms six other baselines in recovering ground-truth constraints. (efficacy)

Since the expert policy maximizes rewards within a limited budget, two key insights emerge 
1) if a policy achieves higher rewards than the expert policy, the underlying constraints must 
be violated, unsafe state-action pairs by examining these infeasible trajectories (left figure ⬇️)
2) if a policy achieves the same or lower rewards than the expert policy, this suggests an 
absence of notable constraint-violating actions, implying that the underlying constraints may 
or may not be violated (middle & right figure ⬇️)
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Trajectories of the expert policy (black) 
and exploratory policies (red and blue) 
in a Gridworld. The constraint (gray) is 
not observable.

Estimation of Expert Policy and Transitions

Use visitation counts:

Error Propagation to Constraint Estimation
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Feasible cost function

Strategic Exploration (BEAR and PCSE)

BEAR: guides the exploration policy to visit (s,a) to minimize the upper bound of 
constraint estimation errors;
PCSE: further restricts exploration over plausibly optimal policies

Sample complexity of PCSE:

Sample complexity of BEAR:


